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A typical forensic problem is the post mortem prediction of maximum stature of individuals using 
the length of limb long bone remains. Here we use linear regression models of stature age-related 
corrected samples of Bulgarians and Hungarians on four regressors (length of humerus, fibula, tibia, 
and of humerus and tibia combined). The precision of predictions strongly depends on the amount 
of available measurements, which provides incentives to combine samples. This study identifies the 
stable sample combination which can generate regression equations with higher quality of prediction. 
Combinations on sex, nationality and on both are tested for stability by three methods with seven 
modifications each. /(-means clustering analysis partitioned the cases into three groups of absolute 
stability, stability and instability. This proved it is only reasonable to unite samples on sex. /(-means 
and hierarchical clustering analysis confirmed the initial partitioning, and helped identify the charac­
teristics of the typical stability cases.

Keywords: post-mortem stature, age correction, limb long bones, linear regression, combining 
samples, clustering

Introduction

The construction of statistically plausible regression models requires large number 
of measurements. That guarantees the adequacy and correctness of the predictions 
made on the basis of that model. For that reason it is a common practice to combine 
samples in order to provide larger amount of data. A question arises of whether two 
samples can be combined in the first place, because if not then the constructed predic­
tion model will be misleading. That is why the stability of a constructed model over 
the combined sample is of importance. A problem in forensic medicine is the predic­
tion of living stature (as one of the main and most stable features of physical devel­
opment) by the post mortem length of limb long bones. The work [15] presents age 
corrected regressions of maximum stature for Bulgarians with regressors -  the length 
of humerus, tibia and fibula. Similar procedures are performed in [16] for Hungarians.
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Modern research focuses on creation of models that apply to different populations: na­
tions [17] and races [7]. This study utilizes the samples of lengths of humerus (H), tibia 
(T) and fibula (F) of Bulgarians and Hungarians (males and females) from [15, 16] with 
the intention to identify the sample combinations, where a stable regression model can 
be constructed and used for prediction of maximum stature. On top, sometimes bone 
remains are of unknown post mortem origin (in terms of sex and nationality). The study 
is conducted in accordance with the procedure for two-sample regression analysis [18].

Materials and Methods

The total number of measured grown individuals is 684, with age varying from 19 to 
66 years. The sample includes 415 Bulgarians (285 males and 130 females) and 269 
Hungarians (186 males and 83 females). After the age of 45-50 years the decline of 
maximal human stature begins, so age correction is applied, adding the decline to the 
measured stature according to one of the seven know methods as explained in [15, 16]. 
In this study, predictions are made using four regressors: humerus (H), fibula (F), tibia 
(7), and humerus and tibia (H+T) combined.

Regression procedures for two samples, presented in [18] are employed to test the 
possibility to unite the samples and built new equations to predict maximal stature of indi­
viduals. This problem is known as testing the coefficients’ stability of the three regression 
equations -  two for the separate and one for the combined sample. The separate samples 
are first subjected to detection and rejection of outliers in two loops by a series of /-tests 
for predicted residuals. Then the combined sample is checked for heteroskedasticity using 
four F-tests (Ramsey [19], White [20], Glejser [5], and Goldfeld-Quadt [4]), and with one 
X2-test (Breusch and Pagan [3]) in eleven modifications (linear, square, root and recipro­
cal). If data is proven to be heteroskedastic then four models of the residual modules are 
build and tested for adequacy using an ANOVA test [1]. The chosen model is the one 
with the maximally adjusted coefficient of multiple determination ( R 2 ) that exceeds a 
preliminarily defined critical level ( RTn). If no such model exists, heteroskedasticity 
is negligible even if statistically significant. Then three statistical tests for stability are 
performed: ANOVA test for coefficient equality of the two models [2], predicted Chow 
test based on the larger sample (Chow-1) and predicted Chow test, based on the smaller 
sample (Chow-2) [9]. Result interpretation of these F-tests is not simple because all three 
tests may be viewed as a problem for selection of regressors using dummy variables. In 
addition to the classical comparison with critical value Fc!rit corresponding to preliminary 
chosen significance level, six other types of answers of every test are given according 
to different critical values (from Fc2rit to Fc7rit), corresponding to the following criteria: 
maximum of R2, three criteria minimizing the mean squared error of prediction (Cp of 
Mallows [6], Sp of Hocking [10] andRC ofAmemiya [8]), information criteria ofAkaike 
[11] and Bayes posterior relation of Learner [13].

Sixpairsofsamplesforeachofthefourregressorsaretestedforstability: l)Bulgarianmales 
and Hungarian males; 2) Bulgarian females and Hungarian females; 3) Bulgarian males and 
Bulgarianfemales;4)HungarianmalesandHungarianfemales;5)BulgariansandHungarians; 
6) males and females. In case of proven stability, a regression model is constructed, and 
the confidence intervals of the coefficients, the covariance matrix, the characteristics of 
the standard error, and the coefficients of multiple determination ( R2 and R2 ) are cal­
culated. The confidence intervals of the predicted maximal stature are calculated with 
respect to the standard error in the point of prediction and the Mahalonobis distance 
between the last and the middle point of the sample in the space of regressors [12].
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Results

I. Stability profiles

Thefollowingsettingsareimpliedintheanalysis: l)agecorrectionaccordingto(Borcan 
etal. 1983, Giles 1991 );2)significancelevelforrejecting outliers beyond0.5%withamaxi- 
mumof21oopsfordetectingonelevelofmeasurementerrorsandonelevelofnon-typicality; 
3) significance level for checking heteroskedasticity of 5%; 4) significance level for the 
ANOVA test with all models of 5%; 5) minimal adjusted coefficient of multiple deter­
mination Rmin =15% for accepting a model eliminating the heteroskedasticity; a model 
explaining less than 15% of the observed variance of the residuals’ module is practically 
insignificant which means the heteroskedasticity is negligible; 6) significance level of 
5% for the t-test for the regression coefficients and of the ANOVA test checking the 
model adequacy; 7) confidence level of the standard error range of 95%; 8) confidence 
levels of the stature range and of the regression coefficients regions respectively of 
95%, 99%, and 99.9%; 9) Significance level of 5% for the classical stability F-tests.

There are 24 paired samples to be analyzed, indexed as follows:
1 to 4 -  regressions of “Bulgarian males -  Hungarian males” on H, F, T, and H+T;
5 to 8 -  regressions of “Bulgarian females -  Hungarian females” on Я, F, T, and H+T,
9 to 12 -  regressions of “Bulgarian males -  Bulgarian females” on H, F, T, and H+T,
13 to 16 -  regressions of “Hungarian males -  Hungarian females” on H, F, T, and H+T,
17 to 20 -  regressions of “males -females” on Я, F, T, and H+T,
21 to 24 -  regressions of “Bulgarians -  Hungarians” on Я, F, T, and H+T.

The stability is tested by 21 F-tests (ANOVA, Chow-1 and Chow-2 tests in seven 
modifications). Then 24 number of 21-dimensional binary vectors, indicating the re­
sults from the stability tests in each case (with 0 for stability, and 1 for instability) 
are formed. Cluster analysis is applied over the binary vectors with the intention to 
allocate the cases into groups with similar stability profile. The A-means clustering 
method [20] with city block distance measure is used to form compact and well-sepa­
rated exclusive clusters of vectors in the 21-dimensinal space. The method identifies 
three groups, the first containing 4 cases (6, 7, 8, and 22), the second containing 8 
cases (from 1 to 5, 21,23 and 24), and the third containing 12 cases form a third group 
(from 9 to 20). According to the observed characteristics, these clusters can be respec­
tively referred to as absolute stability group, stability group, and instability group. 
The results prove that the combinations “Bulgarian males — Bulgarian females” and 
"Hungarian males — Hungarian females" are instable for all the regressors. Because 
of that the regressions 21 to 24 for Bulgarians and Hungarians are practically use­
less even if proven stable, as long as their parts are unstable themselves. That is why 
clustering analysis is repeated over the remaining 20 cases. The A'-means method 
again identified tree groups, keeping the same distribution of the remaining cases in 
the three groups as before. Hierarchical clustering analysis with city block distance 
as dissimilarity measure and with unweigthed average distance as a linkage factor 
between the clusters is also performed [14]. The method identifies the same three 
groups as the Я-means method (see the dendrogram on Fig. 1), with the only excep­
tion that the sixth paired sample has much better stability than paired samples 7 and
8. The latter two are combined with the stability group (from 1 to 5) earlier than with 
the former. However, the stability profile of cases 7 and 8 is good enough to be con­
sidered absolutely stable. Having in mind the stability profile of the 20 cases and the 
confirmed results from the clustering analysis, it is now possible to identify the profile 
of the typical cases of stability that can be observed:
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A. Absolute stability -  the following is present: 1) the ANOVA test shows stability 
at least in its classical version and on the Learner criterion; 2) the Chow test over the 
larger sample shows stability on all criteria; 3) the Chow test over the smaller sample 
shows stability at least on the Amemiya and Learner criteria. Here, the data in the sam­
ples may be combined and the predictions will be much more precise than those made 
on the basis of the separate samples.

77SVaMzYp-thefollowingispresent: ljtheANOVAtestshowsinstabilityonallcriteria;
2) the Chow test over the larger sample shows stability on all criteria; 3) the Chow test 
over the smaller sample shows stability only on the Learner criterion, the Amemiya 
criterion can give either result, and all other criteria show instability. The data in the 
samples may be combined and the predictions will be much more precise that those 
made on the separate samples, yet less precise than on the combined samples with ab­
solute stability.

C. Instability -  the following is present: 1) the ANOVA test shows instability on 
all criteria; 2) the Chow test over the larger sample shows stability only on the Learner 
criterion; 3) the Chow test over the smaller sample shows stability only on the Amemiya 
and the Learner criteria. The two samples should not be combined and no regressions 
should be constructed since the prediction error will be much higher than that on the 
separate samples.

II. Regression results for samples which can be unified

The absolute stable and the stable regressions (whose samples can be unified) are 
from 1 to 8. The results from the ANOVA, Chow-1 and Chow-2 for them are shown 
on Table 1. For those cases the regression equations of maximum stature, the lower 
( a s ) and upper (ст“ ) bounds of the estimated standard error, the adjusted coefficients 
of multiple determination ( R2 =0), the number of outliers from the Bulgarian (Ob) and

9

8
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Fig. 1. Dendrogram from the hierarchical analysis of 20 stability 
profiles represented as 21-dimensional vectors of stability results
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from the Hungarian (0H) samples, and the stability profile (SP: A- absolute stable, B- 
stable) are given in Table 2. All regression coefficients are significant (all t-tests with 
tW O -0005) and the models are adequate (ANOVA with <0.0005).

T a b l e  1. Fmbe of the combined samples of Bulgarian and Hungarian males or females on the length of 
humerus (H), fibula (F), tibia (7) and on humerus and tibia (H+T) along with the critical values of the 
ANOVA, Chow-1 and Chow-2 stability tests on seven criteria. The critical values that are exceeded by 
^ value 0-e- the test that show instability) are bolded.

Bone(s)
Sex Test f value F 1.Acrit F 2.Acrit F 3 .Acrit F 4 .cnt F 5.Acrit F 6 .Acrit F 7.Acrit Stability Profile

H
male

ANOVA 8.8 5 .4 i 2 2 .0 2 .0 0 .9 9 6 .2

StabilityChow-1 0.52 1.4 i 2 2.0 2.7 0.74 15

Chow-2 2.3 1.4 i 2 2 .0 3.6 0 .5 4 26

F
male

ANOVA 8.0 5 .4 i 2 2 .0 2 .0 0 .9 9 6 .2

StabilityChow-1 0.40 1.4 i 2 2.0 2.7 0.74 15

Chow-2 3.1 1.4 i 2 2 .0 3.6 0 .5 3 26

T
male

ANOVA 10 5 .4 i 2 2 .0 2 .0 0 .9 9 6 .2

StabilityChow-1 0.40 1.4 i 2 2.0 2.7 0.75 16

Chow-2 3.3 1.4 i 2 2 .0 3.6 0 .5 4 3 26

H+T
male

ANOVA 13 4 .3 i 2 2 .0 2 .0 0 .9 9 6 .2

StabilityChow-1 0.61 1.4 i 2 2.0 2.7 0.73 16

Chow-2 2.4 1 .4 i 2 2 .0 3.6 0 .5 3 26

H
female

ANOVA 18 5 .4 i 2 2 .0 2 .0 0 .9 9 5 .4

StabilityChow-1 0.63 1.7 i 2 2.0 2.7 0.74 11

Chow-2 3.8 1 .7 i 2 2 .0 3 .7 0 .5 2 16

F
female

ANOVA 0.52 5.4 i 2 2.0 2.0 0.99 5.4
Absolute
stability

Chow-1 0.47 1.7 i 2 2.0 2.6 0.74 11

Chow-2 2.1 1 .7 i 2 2 .0 3.7 0 .5 1 16

T
female

ANOVA 2.1 5.4 i 2 2 .0 2 .0 0 .9 9 5.4
Absolute
stability

Chow-1 0.53 1.7 i 2 2.0 2.6 0.74 11

Chow-2 2.0 1.7 i 2 2 .0 3.7 0 .5 2 16

H+T
female

ANOVA 3.1 4.4 i 2 2 .0 2 .0 0 .9 8 5.4
Absolute
stability

Chow-1 0.68 1.7 i 2 2.0 2.7 0.73 11

Chow-2 1.7 1 .7 i 2 2.0 3.7 0 .51 16
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Discussion

This study showed that the combination of samples is only reasonable if done according 
to sex. Combining measurements of individuals of different sex shows no stability. This 
fact proves the sexual dimorphism and follows from the different body proportions of 
males and females. Since the combination of males and females shows instability, then 
the combination of samples of Bulgarians and Hungarians is of no practical use even if 
proven stable.

The results from the stability tests allow outlining the following cases in analyzing 
bone remains and the procedures in each.

T a b l e  2. Regression equations for maximum stature (5) in (cm) on the combined samples of 
Bulgarian and Hungarian males (m) or females (/) on the length of humerus (H), fibula (F), tibia (T) 
and on humerus and tibia (H+T) in (cm). The standard errors of the regression coefficients are written 
in parentheses.

Re
gr

es
so

rs

Sex Regression Equation < Ob/Oh
S
P R2

H m 5=86.77(1.12)+2.530(0.033) x H+e 1.51 1.72 6/4 B 0.926

F m 5=83.47(1.045)+2.412(0.029) x F+e 1.39 1.59 i n B 0.940

T m 5=89.88(1.075)+2.240(0.029) x T+e 1.53 1.75 8/5 B 0.927

H+T m 5=86.12(0.98)+1.502(0.091) x //++0.963(0.080) x T+e 1.32 1.51 7/4 B 0.944

H / 5=92.15(1.85)+2.183(0.057) x H+e 1.63 1.98 1/3 B 0.875

F f 5=86.39(1.25)+2.191 (0.036) x F+e 1.03 1.25 2/4 A 0.947

T f 5=92.49(1.52)+2.013(0.044) x T+e 1.33 1.62 2/3 A 0.911

H+T f 5=88.93(1.39)+0.873(0.10) x tf+ + l.307(0.094) x T+e 1.21 1.47 1/2 A 0.931

A. Analysis of bones of males for all the regressors (Я, F, T or H+T): 1) if it is 
not known whether the individual is a Bulgarian or Hungarian, then use the regressions 
over the combined sample of males; 2) if the individual is known to be a Bulgarian, then 
use the regressions over the sample of Bulgarian males; 3) if the individual is known to 
be a Hungarian, then use the regressions over the sample of Hungarian males.

B. Analysis of bones of females: 1) if the regressors are F, T or H+T then use the 
regressions over the combined sample of females; 2) if the regressor is H  then: a) if it is 
not known whether the individual is a Bulgarian or Hungarian, use the regression over 
the combined sample of females; b) if the individual is known to be a Bulgarian, use the 
regression over the sample of Bulgarian females for Я; c) if the individual is known to 
be a Hungarian, use the regression over the sample of Hungarian females for Я.

C. Analysis of bones of Bulgarians or Hungarians for all the regressors (Я, F, T or 
H+T): 1) if it is not known whether the individual is a male or a female make two condi­
tional predictions for males and for females using I and II; 2) if the individual is known 
to be a male, then follow A; 3) if the individual is known to be a female, then follow B.
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